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CONSPECTUS: In chemical and biological systems, various interactions that
govern the chemical and physical properties of molecules, assembling
phenomena, and electronic transport properties compete and control the
microscopic structure of materials. The well-controlled manipulation of each
component can allow researchers to design receptors or sensors, new molecular
architectures, structures with novel morphology, and functional molecules or
devices. In this Account, we describe the structures and electronic and
spintronic properties of π-molecular systems that are important for controlling
the architecture of a variety of carbon-based systems. Although DFT is an
important tool for describing molecular interactions, the inability of DFT to
accurately represent dispersion interactions has made it difficult to properly
describe π-interactions. However, the recently developed dispersion corrections
for DFT have allowed us to include these dispersion interactions cost-
effectively.
We have investigated noncovalent interactions of various π-systems including
aromatic−π, aliphatic−π, and non-π systems based on dispersion-corrected
DFT (DFT-D). In addition, we have addressed the validity of DFT-D
compared with the complete basis set (CBS) limit values of coupled cluster
theory with single, double, and perturbative triple excitations [CCSD(T)] and
Møller−Plesset second order perturbation theory (MP2). The DFT-D methods
are still unable to predict the correct ordering in binding energies within the
benzene dimer and the cyclohexane dimer. Nevertheless, the overall DFT-D predicted binding energies are in reasonable
agreement with the CCSD(T) results. In most cases, results using the B97-D3 method closely reproduce the CCSD(T) results
with the optimized energy-fitting parameters. On the other hand, vdW-DF2 and PBE0-TS methods estimate the dispersion
energies from the calculated electron density. In these approximations, the interaction energies around the equilibrium point are
reasonably close to the CCSD(T) results but sometimes slightly deviate from them because interaction energies were not
particularly optimized with parameters. Nevertheless, because the electron cloud deforms when neighboring atoms/ions induce
an electric field, both vdW-DF2 and PBE0-TS seem to properly reproduce the resulting change of dispersion interaction. Thus,
improvements are needed in both vdW-DF2 and PBE0-TS to better describe the interaction energies, while the B97-D3 method
could benefit from the incorporation of polarization-driven energy changes that show highly anisotropic behavior.
Although the current DFT-D methods need further improvement, DFT-D is very useful for computer-aided molecular design.
We have used these newly developed DFT-D methods to calculate the interactions between graphene and DNA nucleobases.
Using DFT-D, we describe the design of molecular receptors of π-systems, graphene based electronic devices, metalloporphyrin
half-metal based spintronic devices as graphene nanoribbon (GNR) analogs, and graphene based molecular electronic devices for
DNA sequencing. DFT-D has also helped us understand quantum phenomena in materials and devices of π-systems including
graphene.

■ INTRODUCTION

The most basic issue in nanochemistry is how to engineer
molecular systems toward interesting properties of materials.
Therefore, accurate analysis of molecular interactions is
important because their cooperation and competition govern
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molecular structures, dynamics, and quantum properties.1,2

There are various types of noncovalent interactions such as
ionic interactions, hydrogen bonding, π-interactions, nitrogen
bonding, and halogen bonding, which play important roles in
chemical, material, and biological systems. Here, we focus our
attention on the accuracy of dispersion correction for DFT, in
order to properly describe structures and properties of π-
systems. Proper choices of density functionals for diverse π-
interactions3 have helped us to design intriguing molecular
receptors or sensors, functional molecules and materials, and
molecular electronic devices.
π-Interactions can play an important role in applications.

Carbon-based systems can often arrange in well-ordered forms
due to π-interactions (Figure 1). Compared with H-bonding,
the π-interaction has smaller electrostatic energy and increased
dispersion energy. In the context of receptor and nanomaterial
design, this feature deserves attention because the electrostatic
energy contribution is drastically reduced in the presence of
high dielectric materials such as polar solvents. Thus, π-
interactions play important roles in molecular assembly in
solution. Although their magnitudes are small compared with
typical reaction energies, the π-interactions can be control
elements in chemical reactions.4−8 They are also vital for good
transport properties, because planar π-systems with well-
ordered stacked structures are generally conductive.
For understanding structures and properties of π-interaction

driven molecular systems, it is essential to perform accurate
calculations of larger systems. Although wave function based
methods can be more accurate, DFT approaches are inevitable

for large systems. However, typical DFT does not include
dispersion interactions and so cannot describe π-interactions
properly. Several attempts to remedy such an inability of DFT
have been made.10−15 Here, we restrict our attention to
schemes correcting the Kohn−Sham energy with estimated
dispersion energy.

= +E E Etotal KS disp

This dispersion correction adds insignificant costs to the
standard DFT calculation and therefore is well-suited for large-
scale calculations.
We discuss first the validity of DFT for the interactions in

various π-systems. Referring readers to original papers and a
recent review,16 we shortly introduce popular dispersion
corrections. Then, we analyze their levels of accuracy and
discuss directions for improvements. In the last half of the
paper, we present several applications of DFT-D methods with
practical implications. Topics include π-molecular recognition,
graphene doping, electronic transport on graphene, and
magnetic states in layered materials. The balanced description
of various interactions is found to be essential in such
predictions.

■ PERFORMANCE OF DISPERSION-CORRECTED DFT
METHODS

The goal of the dispersion corrections is to enable DFT to have
predictive power for large assemblies of molecules. There are
two methods of such corrections; one is pairwise additive

Figure 1. Binding energies (kcal/mol) of various π-interactions (π−π, H−π, π+−π, cation−π, and anion−π interactions).3 The cooperation vs
competition of noncovalent interactions govern molecular assembly. Neutral, cationic, and anionic H-bondings9 are also presented for comparison.
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correction, and the other is nonlocal correlation. Both have
recently shown remarkable success.
First, pairwise additive methods estimate dispersion from all

pairs of nuclei:
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where RAB is the distance between nuclei A and B, and fdamp is
the damping function. The R6 dependence can be easily
understood by applying the second-order perturbation theory
to two nonoverlapping fragments, considering the interfrag-
ment Coulombic interaction as perturbation. Then, the C6
coefficients are related to the Casimir−Polder integral17 and
represent correlated motion of two instantaneous dipoles. A
damping function is used to avoid divergence at short ranges
and seamlessly join to the range where conventional density
functionals perform well.18 Popular pairwise-additive correc-
tions are Grimme’s D3,10 Tkatchenko−Scheffler’s (TS),11 and
Becke-Johnson’s (BJ).12 D3 uses C6 obtained from the
interpolation of precomputed C6 according to the “coordina-
tion number”. TS relies on Hirshfeld partitioning19 to estimate
reduced polarizability in chemical environment. BJ relies on the
dispersion driven by exchange-hole dipole moment (XDM).
The key achievement of these methods is remarkable
transferability of computed dispersion coefficients.
Second, nonlocal correlation methods such as van der Waals

density functional (vdW-DF) and its variants have an electron-
based formulation, in stark contrast to pairwise additive
methods:13

∫ ∫ ϕ= ′ ′ ′E n nr r r r r r
1
2

d d ( ) ( ) ( , )disp

where n denotes the electron density and the kernel function ϕ
depends on this density and its gradient. Later development of
factorization and transform led to widespread use of this
approach.20 This approach in recent implementations gives the
electron density self-consistently with nonlocal potential.
Pairwise-additive dispersion corrections can be combined

with a variety of density functionals. In the case of nonlocal
correlation methods, we have a choice for the exchange
enhancement factor. Benchmarks help a user choose a specific
combination.21,22 Still, it is hard to understand why some
combinations are better than others. It may not be possible to
obtain general and universal functionals unless we know the
right reason that some functionals do not work in certain cases.
We will discuss the performance of dispersion corrections for π-
interactions below.

■ AROMATIC−π, ALIPHATIC−π, AND NON-π
INTERACTIONS

The relative magnitudes of competitive interactions are as
important as the absolute magnitude. Wrong ordering will give
a wrong guideline toward the design of novel architecture of
molecular assembly. For example, competition between
aromatic−π interaction and non-π interaction differentiates
crystal structures of benzene and cyclohexane. Grimme
compared the aromatic−π interactions with aliphatic−π
interactions depending on the ring size of aromatic and
saturated acenes and addressed the special role of aromatic−π
interactions as the size increases.23 This was further clarified by
Sherrill et al.24 Kim et al. compared aromatic−π, aliphatic−π,
and non-π interaction strengths among aromatic π-systems,

double or triple-bonded π-systems, and single-bonded aliphatic
systems.25 They reported that various DFT methods gave
wrong relative binding strength in aromatic benzene dimer and
aliphatic cyclohexane. Here, we expand the results with newly
developed dispersion corrections (Figure 2, Table 1). Although
these dispersion corrections show much better accuracy, the
relative binding strength still has a problem.

The cyclohexane dimer and the benzene dimer (Figure 2)
were optimized at the MP2 level followed by the intermolecular
distance optimization with CCSD(T) using the aug-cc-pVDZ
(aVDZ) basis set. With these geometries, the CBS energies at
the CCSD(T) level were estimated.26 Table 1 shows diverse
DFT binding energies of the benzene dimer and the
cyclohexane dimer, as well as the CCSD(T)/CBS binding
energies as reference. Even recently developed dispersion
corrections still give incorrect relative stability between these
molecular systems. CCSD(T)/CBS gives the stability in the
order of a-T-Cs, a-D-C2h, and h-L-C1. PBE-TS seems to
underestimate polarizability reduction and thus overestimate
atomic C6’s and the dispersion energy, as can be noted from a
significant improvement from MBD, even though its deviation
arises mainly from PBE. Note that the C6’s in D3 for benzene
and cyclohexane carbons are 25.4 and 18.3 au, respectively,
while those in TS are 31.5 and 30.3 au. On the other hand, the
overestimation of D3 for h-L-C1 is likely due to the 1/R8 term,
which contributes more to benzene than to cyclohexane.
Another reason may be the fact that the polarizability is not
isotropic. The C6 coefficients distinguishing sp

2 and sp3 carbons
assume that the electronic polarizability of a given atom is
isotropic, while there does exist a highly anisotropic nature of
dispersion that arises from s and px/py/pz type orbitals,27

especially in low-dimensional systems.28 According to second
order perturbation theory, the dispersion energies between two
2s electrons (2s−2s), between two 2pz electrons (2pz−2pz),
and between two 2p1 electrons (2p1−2p1) for two hydrogenic
atoms are quite different.26 Of course, in molecular systems,
anisotropy is much reduced in general, but the orientation
difference can still be significant. For example, the anisotropic
effect (angular dependence of the size of the atom) in van der
Waals radius was described in N2, O2, and F2 (which arises from
anisotropic charge driven anisotropic dispersion correction).29

To have a deeper insight on dispersion corrections, we
investigated the dependence of interaction and dispersion
energies on the intermolecular distance of the benzene dimer a-
D-C2h (Figure 3). Since not only are π-stacked systems very
common in self-assembled structures30−32 but also dispersion is

Figure 2. Low energy structures of the benzene (a) dimer and the
cyclohexane (h) dimer; (a, aromatic bonded; h, cyclohexane single
bonded; D, displaced-stacked; T, T-shaped; L, layered).25
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the most dominant interaction in the displaced-parallel
structure of the benzene dimer, we focus on this structure.
We define the short-range (shorter than the minimum energy
point), midrange (from the minimum energy to the inflection
point, ∼1 Å away from the minimum), and long-range (beyond
the midrange). The CCSD(T)/CBS interaction energy is
considered as the reference. The symmetry adapted perturba-
tion theory (SAPT)33 values using PBE0AC/aVTZ are very
close to the CCSD(T)/CBS curve in the range of interest.
Thus, the SAPT dispersion energy can be regarded as a
reference for dispersion. B97-D3 agrees very well with the
reference, but PBE-D3 slightly overestimates in the midrange. It
is thus important to consider which density functional is
combined with the dispersion correction. rPBE + VV10 and
PBE + TS correctly find the minimum energy distance but
overestimate the interaction energy. The overestimation of
rPBE + VV10 is almost constant in a large distance range, as
also noted in two-dimensional slabs.34 PBE + MBD35 (MBD,
many-body-dispersion correction) alleviates such an over-
estimation but diminishes too quickly in the long-range.
vdW-DF12 overestimates both the minimum energy distance
and the interaction energy due to the overestimated dispersion.

vdW-DF2 (an update from vdW-DF)36 alleviates both
problems. optB88−vdW-DF37 finds the minimum energy
distance correctly but overestimates the dispersion energy.
This overestimation can be reduced with the exchange
enhancement factor modifying exchange-correlation holes,
which define the dielectric function for nonlocal correlations.38

Although M06-2X is fairly accurate around the minimum, it
decays too quickly as the intermolecular distance increases,
mainly due to exponential decay of density overlap between
monomers. Similar trends were also found for the cytosine−
naphthalene interaction.27

As discussed above, SAPT provides interaction energies very
close to the CCSD(T)/CBS limit for the distances longer than
the minimum energy separation. This idea is adopted to
develop the dispersionless density functional (dlDF).39

However, dlDF excludes a part of midrange attractive
interaction from the electronic potential and could provide
inaccurate results for certain chemical processes (for example,
dissociation energies for Cl3C−Cl, H3C−Cl, H3C−CH3, HO−
H, and HO−OH are 10−40 kcal/mol smaller than the
experimental values or B3LYP or BLYP values).
Comparing TS and D2 (not shown) with D3 and XDM, one

can notice that the pairwise-additive methods are improved by
adding the 1/R8 term. Note that the difference between the
exact interaction energy and the energy predicted by a given
DFT functional is not equal to any damped dispersion energy.
One reason is that the very Ansatz of DFT-D is approximate,
and another is the error of density functional. The dlDF and
B97-D are examples of functionals that try to minimize those
errors.

■ POLARIZATION-DRIVEN VAN DER WAALS
INTERACTIONS

It is important to investigate whether various dispersion-
corrected DFT methods can correctly describe certain
environmental perturbations by the presence of other
molecules or ions. To compare B97-D3/TZVPP, PBE0-TS/
light-3rd tier, vdW-DF2 with CCSD(T)/CBS, and MP2/CBS,
we studied a model system of Ar interacting with a
polyaromatic hydrocarbon (PAH) radical of C13H9 (1H-
phenalen-1-yl), as shown in Figure 4. We considered a
molecular environmental perturbation by placing a Na+ or
Cl− ion on the opposite side from the Ar atom with respect to
the facial plane of the PAH. We studied the interaction energies
of three systems: (i) PAH···Ar, (ii) Na+···PAH···Ar, and (iii)
Cl−···PAH···Ar with respect to the PAH···Ar distance (r) where
Na+ or Cl− is located at 3.5 Å away from the PAH (Figure 4a−
c).
As to the energy profiles of all three cases, B97-D3

reasonably reproduces the CCSD(T) results, while vdW-DF2
and PBE0-TS seem to slightly deviate from the CCSD(T)
results. The B97-D3 intermolecular interaction energy profiles
are in most cases in good fit with the CCSD(T) results due to
the optimized energy-fitting parameters used in B97-D3. On

Table 1. Interaction Energies (kcal/mol) of the Benzene (a) Dimer and the Cyclohexane (h) Dimer

system
CCSD(T)/

CBS B97-D3
PBE +
TS

PBE +
MBD

vdW-
DF

vdW-
DF2

opt
B88

M06-
2X

rPBE +
VV10

BLYP-
D3a

PBE-
D3a

BLYP +
XDM

a-D-C2h −2.77 −2.57 −3.47 −3.05 −2.98 −2.87 −3.49 −2.53 −3.16 −2.49 −2.51 −2.97
a-T-Cs −2.91 −3.06 −3.17 −2.90 −2.47 −2.50 −2.93 −2.61 −2.80 −2.42 −2.38 −2.88
h-L-C1 −2.69 −3.08 −3.85 −3.47 −2.90 −3.05 −3.42 −2.08 −2.78 −2.95 −3.22 −2.90
aThe TZVPP basis set was used.

Figure 3. Interaction energy (kcal/mol) of the displaced-parallel
structure (a-D-C2h) of the benzene dimer as the benzene−benzene
distance (Å) varies.
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the other hand, the dispersion energies are derived from the
converged electron density in the vdW-DF2 and PBE0-TS
methods. In such approximations, the interaction energies
around the equilibrium point may not be as good as the B97-
D3 case where the direct parameter fitting to the accurate
interaction energies is performed. Nevertheless, both vdW-DF2
and PBE0-TS seem to properly reproduce the change of
dispersion interaction upon the deformation of electron cloud
arising from the electric field induced by the neighboring
atoms/ions. These are well reflected in energy changes due to
the presence of Na+ or Cl− in the PAH−Ar system in Figure 4d
where vdW-DF2 and PBE0-TS reproduce the CCSD(T) results
very well. As such, B97-D3 needs to improve the fitting in
consideration of polarization-driven energy changes, while both
vdW-DF2 and PBE0-TS need to better describe the absolute
interaction energies. One alternative could be to exploit dlDF.
However, care is needed in certain cases where dissociation
energies are not accurate.

■ EXTENSION TO LARGE π-SYSTEMS

As discussed above, most small aromatic π-systems can be
reasonably described by recently developed dispersion
corrections. However, it is questionable whether these
corrections are equally accurate for very large systems. Most
benchmarks are based on small systems because accurate
reference data for large systems are unavailable except for some
indirect data sets.40,41 A challenging aspect in large systems is
that an increasing number of interacting atoms collectively
generates effects that are negligible in small systems.28

Adsorption such as nucleobases on graphene is a good
example.36 These systems are relevant to nanochannel-based
DNA sequencing.42,43 The binding energy of a cytosine to
naphthalene is less than half of the binding energy to graphene

(Figure 5a). Although the binding configuration is similar, its
binding energy on circumcoronene (made up of 54 carbons) is

∼0.5 kcal/mol weaker than that on graphene. The interaction
energy did not converge until the system was increased to a size
as large as circumcoronene (Figure 5b). The slight disagree-
ment between periodic and nonperiodic systems comes from
the interaction with periodic images and the relaxation of
carbons (Figure 5c). Thus, caution is necessary when
computing the adsorption energy with dispersion corrections.
Moreover, higher-order interactions play a role in large systems
in a direction that the binding energy is reduced. Grimme used
the binding energies deduced from experiments as the reference

Figure 4. Potential energy curves of (a) PAH···Ar, (b) Na+···PAH···Ar, and (c) Cl−···PAH···Ar depending on the PAH−Ar distance for CCSD(T)/
CBS, MP2/CBS, vdW-DF2, PBE0-TS/3rd tier, and B97-D3/TZVPP. (d) Change of the interaction energy of Ar with PAH−Na+ or −Cl− from that
with PAH.

Figure 5. (a) Optimized geometries of a cytosine molecule on PAHs
of increasing sizes (H, white; C, green; N, blue; O, red). (b) Increasing
binding energy as the number of carbons in the PAH is increased. (c)
Comparison of binding energies on PAHs of increasing sizes.27
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and showed that the Axilrod−Teller−Muto type three-body
interaction, representing triple-dipole dispersion, alleviates
overbinding of pairwise methods.41 In the case of cytosine on
graphene, it reduces the binding energy by 1 kcal/mol (Figure
5b).
We also found that overbinding can be reduced by taking

into account dynamic dielectric screening and many-body
terms42 (involving more than two atoms when expanding
dispersion as atomic contributions that arise as an approx-
imation of the random-phase-approximated correlation en-
ergy). In the buckyball catcher complex (C60@C60H28), the
π−π interactions are dominant (Figure 6). A diffusion Monte

Carlo (DMC) calculation gives the binding energy of 26 ± 2
kcal/mol. As compared with this value, most DFT methods
with pairwise vdW interactions seem to overestimate the
stability of this complex by 9−17 kcal/mol possibly because of
the lack of dynamical dielectric screening effects, the isotropic
treatment of atomic polarizability tensors, and the lack of many-
body dispersion terms.

■ DFT-ASSISTED DESIGN OF FUNCTIONAL
MATERIALS AND ELECTRONIC AND SPINTRONIC
MOLECULAR DEVICES

We describe a series of applications where DFT prediction of
noncovalent π-interactions plays a key role. First, we discuss
molecular recognition regarding molecular catchers for full-
erene. Noncovalent interactions impart a molecule selectivity
and sensitivity, indispensable to sensors. Second, we provide
examples from surface physics and electronics and spintronics
for graphene and porphyrin involving noncovalent π-
interactions.
Molecular Recognition and Sensing

A quintuply charged imidazole-based homocalix compound,
calix[5]imidazolium, recognizes neutral fullerenes through
π+−π interactions and immensely enhances the solubility in
water (Figure 7).45 This could be useful in aqueous fullerene
chemistry. In the previous paragraph, we discussed that
accurate estimation of dispersion strength is subtle. However,
DFT-D3 already gives results consistent with experimental data.
B97-D3/TZV2P predicts a binding energy of 21 kcal/mol for
the complexation of calix[5]imidazolium·5Br with neutral C60

fullerene in the gas phase. When the implicit solvent effect is
included in the gas phase geometry, the binding energy in water
is reduced to a half the gas-phase binding energy (10 kcal/mol)
due to the presence of the substantial induction energy, which
is susceptible to the high dielectric constant of water. Once this
geometry is optimized in water using COSMO,46 the binding
energy is slightly increased to 14 kcal/mol.
Extending to Periodic Systems: Material Engineering
toward Low Dimensional Electronics

Many layered materials are stabilized by the interlayer
interactions of noncovalent type, such as graphite. Thus, it is
important to describe the dispersion properly. For example, the
interlayer distance of graphite predicted by conventional DFT
calculations (∼4.5 Å) is larger than the experimental value
(3.35 Å). Sometimes unphysical results of unbound layers are
obtained depending on the exchange-correlation functional
used. However, with inclusion of the dispersion correction, it
gives much better agreement with experiment (∼3.4 Å).47 For
FeCl3-intercalated graphene, the conventional DFT functionals
erroneously predicted interlayer distances larger than the
experimental value by 0.5−1.0 Å. However, the error in the
dispersion-corrected calculation was only ∼0.1 Å.47 Such an
important role of the van der Waals interlayer interaction was
also investigated for other layered systems. The self-assembled
architecture from the interface between InAs(111) and
graphene was explained by van der Waals type interaction,
supported by a good agreement with experiment.48

Proper inclusion of dispersion interaction is also crucial in
describing electronic properties because of the substantial
structural changes. In the case of bilayer graphene (BLG), the
magnitude of band gap opening is proportional to the potential
energy difference between two layers. Such a difference can be
achieved by sandwiching BLG between layers of large
electronegativity difference, that is, dual-doping.47 Since the
distance between the outermost doping layers affects the
potential energy difference of two graphene layers, it is
necessary to predict the interlayer distance correctly. Park et
al. have optimized the dual-doped BLG system with dispersion
correction and obtained consistent description on the
experimentally measured transport gap.49 Furthermore, a
correct geometry of BLG dual-doped by FeCl3 and K layers
was obtained with dispersion-corrected calculation, and Yang et
al. predicted a substantial energy gap with accessible shift of
Dirac point.47 As shown in Figure 8, the doping with FeCl3 (K)
alone induces an energy gap of 0.31 (0.43) eV, and the dual-
doping opens an energy gap of 0.88 eV. Also, the shift of the
Dirac point is as small as 0.09 eV, which is within the range
accessible by fabrication techniques. In the case of single layer
graphene on SiO2, the orientation of CHCl3 molecules

Figure 6. Anisotropy in the atomic polarizabilities of the C60@C60H28
complex,44 where the polarizability tensors are illustrated as ellipsoids.

Figure 7. Complexation of calix[5]imidazolium·5Br with neutral C60
fullerene.45
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intercalated between graphene and SiO2 was an important
factor to explain the observed work function shift. It is because
the electric dipole moment of CHCl3 changes the graphene
work function depending on the degree of dispersion
correction. Kim et al. found a preferable orientation with
dispersion correction, and the predicted increase of work
function, 0.56 eV, was consistent with the experiment (0.58
eV).50 All the above agreements between calculations and
experiments were based on the correct interaction distances
between graphene and dopants. Without proper dispersion
correction, the interaction distances are too long, which results
in insufficient doping effect.
Implications for Device Modeling: Molecular Spintronic
Devices and Quantum Transport

Inspired by the synthesis of fully conjugated one-dimensional
zinc porphyrin array (Zn-PA),51 Cho et al. studied the magnetic
properties of PA’s containing divalent paramagnetic metal ions
at the center (Figure 9a).52 The porphyrin ligand serves as a
strong-field square-planar ligand, which leaves four of the d
orbitals nearly degenerate, and destabilizes the one in direct
interaction with the nitrogen atoms (Figure 9b). Therefore, the
calculated magnetization is maximum for M = Cr, which has
four d electrons. However, spontaneous magnetic ordering
could not be observed due to the large intermetallic distances.
Assuming that the ferromagnetic (FM) ordering can be forced
using an external magnetic field, they found that the porphyrin
array with Cr2+ ion (Cr-PA) shows half-metallic properties, the
origin of which can be attributed to the half-filling of the four d
orbitals at the bottom. The conduction band of the bare
porphyrin array is shown in red in Figure 9c. This band shows
spin-splitting in Cr-PA (red and blue lines in Figure 9c), the
major spin band above and the minor spin band below the
Fermi energy, making the system half-metallic.
The use of this Cr-PA in realistic devices is limited due to the

lack of ferromagnetic order. Having recognized the importance
of spontaneous magnetic ordering in the design of spintronic
devices, we investigated the effect of dispersion correction on
the magnetic coupling by comparing the PBE functional with
and without TS correction. We designed a system where
dispersion interaction can bring the magnetic centers closer,
which might lead to a stronger interaction. As a possible

realization, Mn(III)−porphyrin cation (MnPP+) and cyclo-
pentadienyl anion (Cp−) can be stacked in an alternating
manner (MnPPCp) as multilayered stacking architecture
(Figure 10). This design relies on the fact that MnPP+ is

isoelectronic with Cr(II)-porphyrin and bears a positive charge,
so that it can form a one-dimensional structure with the Cp−

anion. The optimized Mn−Mn distance is 5.90 and 6.50 Å with
and without the correction, respectively. The shortened
distance between the metal centers leads to the change of
magnetic coupling. When the TS correction is not used, the
FM state is more stable than the antiferromagnetic (AFM) state
by 9.4 meV per two Mn units. However, the more compact unit
cell resulting from the TS correction reverses this preference,
making the AFM state more stable by 4.1 meV. The magnitude
of stabilization experienced by FM and AFM states from the
dispersion correction is almost the same. As such, the effect of
dispersion correction on the prediction of magnetism deserves
further study.
Dispersion plays an important role in novel DNA sequencing

device using GNR (Figure 11). A nucleobase stacked on GNR
blocks ballistic transport at the energy of a molecular orbital.
Transmission probability drops by one quantum due to Fano
resonance.53 Since each type of nucleobase has a characteristic
eigenvalue spectrum, a DNA strand can be sequenced. The

Figure 8. Dual-doping of bilayer graphene by FeCl3 and K layers
whose electronegativity values differ largely.47 vdW-DF is used to
describe dispersion (G1/2, upper/lower-graphene; Δ, onsite potential
difference; δεD, Dirac point shift).

Figure 9. (a) The structure of the porphyrin array with the central
metal denoted with M, (b) d orbital splitting pattern inside the
porphyrin ligand, and (c) comparison of the band structures of the
bare porphyrin array without the metal (H2-PA) and that with
chromium (Cr-PA). The conduction band responsible for the half-
metallic property is highlighted with color (solid/dotted line, major/
minor spin state).52

Figure 10. Structure of MnPPCp optimized with PBE + TS method:
(a) top and (b) side views.
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coupling between a nucleobase and GNR determines the
experimental measurability of the transmission drop. The
dispersion interaction enhances the coupling because it decays
exponentially as the adsorption distance is increased. Indeed,
PBE expects a negligible coupling since missing dispersion
yields too large adsorption distance. PBE + TS enhances the
coupling since dispersion brings cytosine closer to the GNR.

■ CONCLUSION
Recently developed dispersion corrections to the Kohn−Sham
density functional energy achieved great success. The key to
their success lies in the dependence on the chemical
environment. To achieve better accuracy in pairwise additive
methods, the polarization-driven anisotropic dispersion inter-
action can be considered, the 1/R8 terms representing the
dipole−quadrupole interaction can be included, an optimal
combination of a dispersion correction with density functional
would be used, and for large systems many-body terms could
be taken into account. Although many dispersion corrections
do not meet all the above conditions, they gave reasonably
accurate predictions for applications. In particular, we applied
dispersion corrections to molecular recognition, graphene
systems, and porphyrin complexes. We note that π-interaction
driven recognition, graphene doping, and the magnetic state of
metal-porphyrin cannot be correctly predicted without
dispersion corrections. The dispersion correction plays an
essential role in balanced description of intermolecular
interactions.
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